Volume-concentrated searching by an aerial insectivore, the common swift, Apus apus
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How predators search for prey is a cornerstone question in behavioural ecology, which has yet to be investigated for animals foraging in 3D airspace. Do insectivorous birds such as swifts (Apodidae), swallows and martins (Hirundinidae) use similar strategies to those performed by terrestrial predators in 2D, or do they rely on different spatial search strategies because of some properties of the aerial open space? We addressed this question in the common swift, one of the most aerial birds, using a novel 3D optical tracking method. The analysis of fine-scale flight tracks revealed how birds distribute their presence in 3D space while foraging near their breeding colony. Common swifts concentrated the time spent per volume unit by adopting a tortuous path, and, to a much lesser extent, by decreasing their movement speed. By independently observing the birds’ posture on tracking images, we were able to identify the occurrence of putative prey captures along flight tracks. We show that swifts’ presence was concentrated mainly in the vicinity of prey captures, unveiling a volume-concentrated search (VCS) strategy in this aerial insectivore. This is an extension in 3D of the area-concentrated search classically described in terrestrial 2D space. VCS can (but does not necessarily) take place in thermal updrafts, where small insects can be concentrated in patches. In contrast to terrestrial and aquatic predators that can easily slow down or stop their movement in profitable places, a different speed–cost relationship underlying aerial movement prevents swifts from stopping in prey patches and explains why these birds rely mainly on movement tortuosity to perform intensive search. Our study thus shows how some physical properties of the environment can modulate the way an animal concentrates its search in profitable places.

© 2017 The Association for the Study of Animal Behaviour. Published by Elsevier Ltd. All rights reserved.

Since the airspace has been recognized as a habitat for flying animals (Diehl, 2013), aero-ecology receives growing interest, supported by the advent of radar techniques for scanning the aerosphere for birds, bats and insects (e.g. Frick et al., 2012; Chapman et al., 2015; Horton, Doren, Stepanian, Farnsworth, & Kelly, 2016; Wainwright, Stepanian, Reynolds, & Reynolds, 2017) and animal-borne miniaturized loggers for tracking individual birds and bats along their local or migratory movements (e.g. Mora, Ross, Gorsevski, Chowdhury, & Bingman, 2012; Amelineau et al., 2014; Åkeson, Blanco, & Hedenström, 2016; Weller et al., 2016). An important subject in aero-ecology is aerial predation of insects by small specialized birds such as swifts (Apodidae), swallows and martins (Hirundinidae), which has a strong impact on insect population regulation (Kelly, Bridge, Frick, & Chilson, 2013; Helms, Godfrey, Ames, & Bridge, 2016a). However, studies of foraging movements in aerial insectivores are still scarce, because of the technical difficulties in tracking small birds with both fine spatio-temporal resolution and sustained duration. Warrick, Hedrick, Biewener, Crandell, and Tobalske (2016) used sophisticated optical tracking to study low-altitude three-dimensional (3D) foraging manoeuvres in barn swallows, Hirundo rustica, at very high resolution (100 Hz) but for short durations (<5 s), whereas, using miniature loggers and postflight diet analysis, Helms et al. (2016a, b) measured foraging in the purple martin, Progne subis, for whole flights, but restricted to a single dimension (altitude). Still, studying 3D movements of these small birds while they search for, find and catch prey would be valuable for understanding aerial insectivores’ foraging behaviour, that is, how they explore and exploit food resources in airspace.

In numerous species, animals tend to shift from extensive to intensive searching after the detection of a prey item. Extensive
searching corresponds to transit, whereas intensive searching leads to a concentration of the searching in the vicinity of the item previously detected. It is often referred to, in 2D space, as area-concentrated (or area-restricted) searching (ACS; e.g. Benhamou, 1992, 1994), and therefore in 3D space can be referred to as volume-concentrated searching (VCS). This shift corresponds to a behavioural adaptation to the heterogeneity of the environment: prey items being often aggregated in patches, the probability of detecting a new prey item close to the previous one is higher than at a random location in the environment. It classically involves increasing the path tortuosity, which allows the predator to remain in close spatial proximity to the location of the previously detected item, and decreasing the speed, which allows it to better detect new, more-or-less cryptic items (Knoppien & Reddingius, 1985). However, a lower speed also results in a lower encounter rate, so that the detection rate, and therefore the foraging efficiency, is not necessarily improved (Benhamou, 1992). Reduced speed usually observed in intensive searching may be more the consequence of the extra time required to handle prey than a means to improve foraging efficiency. In this classical view, where prey are immobile (or move slowly with respect to the predator), shifting from extensive to intensive searching after detecting a prey item is certainly an efficient strategy (Benhamou, 1992, 1994), even when prey are hard to detect (Benhamou & Collet, 2015). However, when prey can move faster to escape predators, it may be preferable to avoid performing ACS. For example, after capturing an item, waders looking for immobile prey perform ACS, whereas others looking for prey able to suddenly hide when disturbed move quickly off the area (Dias, Granadeiro, & Palmeirim, 2009). Only a few studies have focused on shifts from extensive to intensive searching in 3D space, especially in marine mammals (e.g. Le Bras, Jouma’a, Picard, & Guinet, 2016, 2017), and, to our best knowledge, none in aerial species. Yet, the constraints are very different, as the mechanical power required to perform slow flight is very high (Tobalske, 2007), and many flying species are unable to perform sustained hovering flight (i.e. stop movement). For example, in common swifts, wind tunnel experiments show that there is a minimal steady flight speed, in both flapping and gliding flight (Henningsson et al., 2011; Henningsson & Hedenström, 2011). In this context, intensive searching can be expected to rest mainly on higher path tortuosity, with limited change in speed. One should also consider that such aerial predators that hunt in open spaces probably do not need to slow down to detect prey, which should be detectable from a large distance. Thus, in contrast to what occurs with predators looking for hidden prey that can be detected only from a much shorter distance than the patch radius, the perception of the whole patch should facilitate its exploitation. On the other hand, intercepting each prey in flight can require high manoeuvrability, which in animal locomotion is often inversely related to speed (Warrick, 1998; Hedenström & Rosén, 2001; Moore & Biewener, 2015; Clemente & Wilson, 2016). In the present study, we aimed to assess how local flight movements in common swifts reflect their search behaviour. Do common swifts use a VCS foraging strategy in 3D space? If they do so, is aerial VCS based on path tortuosity increase, speed decrease, or both?

Common swifts' level of adaptation to the aerial medium is uncommon. Starting with basic morphology, this species and other Apodidae present a striking allometry with reduced legs (explaining the taxon name) and a very long hand segment (Lack, 1956; Warrick, 1998; Tobalske, 2010). Moreover, their wings can drastically change shape, providing a ‘morphing’ flight apparatus that combines the performance of several other bird species (Lentink et al., 2004). Their feathers have a rough surface that favours both stiffness and aerodynamicism (Lentink & de Kat, 2014; van Botkhorst, de Kat, Elsinga, & Lentink, 2015). Such aerodynamic refinements result in unique aerial behaviour: common swifts are small birds with immense flying skills, which spend most of the day and night flying, sometimes not landing for 10 months (Hedenström et al., 2016). Egg laying, incubation and feeding young (Lack & Lack, 1951) are the sole activities that keep common swifts terrestrial for some of the time for approximately 2 months a year. Hence, they perform most daily activities in mid–air, including foraging, social bonding (Farina, 1988; Henningsson et al., 2010) and probably sleeping, during overnight ‘roosting’ where the birds settle their flight into the head wind (Bäckman & Alerstam, 2001, 2002; Rattenborg, 2017). Twice daily, common swifts also perform enigmatic high-altitude twilight ascents (Hedenström et al., 2016), possibly to profile atmospheric conditions or to increase their visual range of the ground (Dokter et al., 2013). During migration, common swifts can travel at speeds up to 650 km/day (Åkesson, Klaassen, Holmgren, Fox, & Hedenström, 2012), efficiently orient their flight according to wind conditions (Karlsson, Henningsson, Bäckman, Hedenström, & Alerstam, 2010; Hedenström & Åkesson, 2017). During the breeding season, nest material collection and mating can also be performed airborne (Lack, 1956; Gory, 1994).

The flight of common swifts has been studied at various temporal and spatial scales, depending on the question addressed and the technical bioengineering. Biomechanical performance has been measured in wind tunnel experiments using full body models (Lentink et al., 2007) or living swifts (Henningsson, Spedding, Hedenström, 2008, 2011; Henningsson & Hedenström, 2011). In the field, using 3D optical tracking at close range (ca. 8 m), the top speed of common swifts during their fast social flights (‘screaming parties’) was shown to reach 31 m/s (Henningsson et al., 2010). Tracking–radar-based studies have yielded tracks at the scale of several kilometres, with 0.5 Hz location sampling frequency (Bäckman & Alerstam, 2001, 2002; Henningsson et al., 2009), which provide information on flight speeds and orientation of birds relative to the wind. Similar information has been derived from tracking swifts every few seconds with an ‘Ornithodolite’ (i.e. a laser rangefinder coupled with a magnetic compass and an inclination sensor; Hedenström & Åkesson, 2017). Weather radar was also used to measure the altitude of swift flocks every 5 min throughout the breeding season and to characterize their twilight ascents (Dokter et al., 2013). Last, a recent technique using miniature light level loggers (GLS) attached to the animal (Åkesson et al., 2012, 2016), possibly coupled with accelerometers to detect landing (Hedenström et al., 2016), was used to track individual annual migration routes from Europe to Africa and back, with a sampling frequency of two locations per day, and a spatial uncertainty in the order of 100 km. Better accuracy and higher sampling frequency would require GPS loggers, which are, however, currently still too heavy for tracking such a small species (ca. 45 g adult body mass; Åkesson et al., 2012). As a result, and even though all these studies make the common swift one of the most scrutinized flying species, we still know little about the spatial behaviour of swifts during their daily local activities.

Recent developments in 3D optical tracking in the field, using several fixed cameras (Theriault et al., 2014; Jackson, Evangelista, Ray, & Hedrick, 2016) or a single camera for rotational stereovideography (RVS; de Margerie, Simonneau, Caudal, Houdelier, & Lumineau, 2015), make it possible to track flying animals in 3D with a high sampling frequency (>1 Hz), at distances of 10–1000 m depending on the tolerable location error. These noninvasive, tagless optical approaches are promising methods to study flight behaviour, such as tandem flight behaviours in cliff swallows, Petrorhynchus pyrrhonota (Shelton, Jackson, & Hedrick, 2014) or collective flight behaviour in chimney swifts, Chaetura pelagica (Evangelista, Ray, Raja, & Hedrick, 2017). Here we used RSV to track individual common swifts performing aerial foraging flights near
their colony during the breeding season. Based on minute(s)-long 3D tracks sampled at 6 Hz, we measured how swifts distribute their presence in 3D space, aiming at identifying their foraging strategy. In addition, with the benefit of a usable image of the bird, we were able to observe the birds’ posture to detect signs of prey captures along their tracks.

**METHODS**

**Study Site**

We tracked common swifts on the Beaulieu University Campus in Rennes, France, a suburban site offering a mixed landscape of two- to four-floor concrete buildings (where swifts nest in colonies), interspersed with lawns and trees (see Fig. A1). We recorded birds’ tracks from a balcony on the second floor of a building, offering a 114° wide panorama. Recording took place in the morning (0900–1300 hours, i.e. before the balcony was under direct sunlight which causes tracking inaccuracy due to heat expansion of the stereo-video device), during six field sessions between 17 June and 9 July 2015. Swifts arrive from their wintering grounds around 10 May in French Brittany (i.e. later than in Italy, but a little sooner than in the U.K.; Lack & Lack, 1951; Sicurella et al., 2015), and were thus recorded about 38–60 days after their arrival, corresponding to the period of nestling growth, when parents make numerous foraging trips from the nest to bring back insects to feed the chicks (Lack & Lack, 1951; Lack, 1956).

**Rotational Stereo-Videography (RSV)**

RSV is an optical tracking technique based on a set of mirrors which projects a stereo image of the animal on the sensor of a single camera (de Margerie et al., 2015). The analysis of this image provides a measure of the distance to the animal. The rigid assembly of camera plus mirrors can rotate horizontally and vertically on a ground-based tripod and fluid video head. While the operator rotates the device to keep the moving animal’s image within the sensor frame, the aiming angles are recorded by angular encoders. The mathematical combination of distance, aiming angles and angular deviation from the optical axis yields a 3D record of the animal’s movement. We used an RSV device with a 1 m base length between the lateral mirrors, and 13-bit digital angular encoders (i.e. 0.04° angular resolution). It was the same device as described by de Margerie et al. (2015), except that aluminium stiffeners were added in between the camera and mirrors, for improved rigidity. The device was equipped with a Panasonic DMC-GH4 camera (Osaka, Japan) embedding a 17.3 × 9.7 mm sensor to record 1920 × 1080-pixel frames at 30 Hz, and a Nikon 200 mm f/4 Ai lens (Tokyo, Japan), providing a 5° horizontal field of view. A longer focal length would provide better distance resolution and magnify the image of the bird, but would compromise the ability of the operator to track the bird continuously. To get well exposed, sharp images, we used a 1/1300–1/1000 s shutter speed and f/11 aperture, with ISO 800–1600, depending on available light conditions.

**Calibration and Location Error**

The distance measure, based on the lateral offset between left and right images of the animal, needs to be calibrated. For this purpose, we recorded seven conspicuous targets (structures on building roofs) located at fixed distances (from 64 to 448 m from the RSV device). Although the true distance to these targets could have been quickly measured in the field with a hand laser range-finder (as suggested in de Margerie et al., 2015), for optimal accuracy, we used a 3D LIDAR map (Optech Titan, Vegidar survey, LETG COSTEL, Rennes, France) involving a location error of only ±0.15 m. To limit possible calibration drift, we performed a new calibration every hour. At the average tracking distance (ca. 200 m in the present study), the 3D location reconstruction was affected by a random error of ca. 0.8 m. Residual error and drift in the calibration process resulted in additional track scaling error of ca. 1%. As error amount varies with distance, full details on error profiles are given in the Appendix.

**Bird Sampling**

We attempted to record every individual swift passing through (convenience sampling). We removed from analysis all the numerous tracking videos lasting less than 50 s (as such short footages convey little information on spatial behaviour), thus initially keeping 70 tracks over all six field sessions. However, eight additional videos also had to be removed because the focal bird mainly performed social flight (e.g. pursuits) rather than individual foraging flight. Moreover, most tracks we initially kept had missing locations, due to difficulty in keeping the bird within the viewfinder or obstruction by the environment (e.g. lateral walls of the balcony, tree). Short missing track segments of up to 1.5 s were interpolated (using a spline smoothing process; see below). Longer ones were left as transient intermissions in the analysed tracks. However, four tracks involving more than 10% of missing locations and lacking a tracking segment of at least 50 s, and another involving a bird moving too far (> 500 m), were also removed from analysis. The resulting data set hence comprised 57 flight tracks, with a mean duration of 98 s (range 50–359 s), totalling 5559 s of tracking (including 111 s of transient intermissions distributed among 14 tracks). Although these remaining 57 tracks mainly concerned individual flights, transitory social interactions between the focal bird and another bird, such as short pursuits or collision avoidances, were often observed. We also considered steep dives towards the colony as a socially motivated movement. We noted which video frames were potentially affected, to later test whether these transitory social interactions (totalling 260 s of flight duration, distributed among 30 tracks) could have affected our results on foraging flight behaviour.

**Track Processing**

We processed stereo videos and angular records with Matlab software (Mathworks, Natick, MA, U.S.A.). As the average flight speed of the common swift is near 9 m/s (Bäckman & Alerstam, 2001; Henningsson et al., 2009; Henningsson & Hedenström, 2011), we subsampled 30 Hz video frames at 6 Hz, assuming one location every about 1.5 m was enough to resolve every significant turn in the flight paths. It is also worth noting that, given the location error, a higher frequency would not necessarily have resulted in more accurate records (see de Margerie et al., 2015). For digitizing the bird’s locations in the video frames, the pixel at the centroid of the bird’s silhouette in the left half of each video frame was automatically selected as the left point of interest (POI). All left POIs were visually inspected and corrected when needed (e.g. the POI was manually moved to the centroid of the bird’s body if initially placed on the bird’s wing). Automated normalized cross-correlation between a 41 × 41-pixel area around the left POI and the right image was used to find the corresponding right POI. Subsequent steps to extract the 3D track consisted of computing the distance based on the calibration reference, synchronizing it with angular records (joint azimuth and inclination, and angular deviation from the optical axis), and converting from spherical to Cartesian coordinates (see de Margerie et al., 2015 for details). As the resulting raw 3D tracks included significant levels of noise due
to random location errors, we smoothed them using automated spline smoothing (Garcia, 2010), which also enabled us to interpolate short ($\leq 1.5$ s, i.e. $\leq 9$ locations) missing bouts. We checked that smoothing did not alter the general shape of the track, i.e. that flight turns were not suppressed or displaced (see Fig. A3). As birds fly in a moving medium (Shepard, Ross, & Portugal, 2016a) and their aerial prey, for the most part, drift with the wind (Geerts & Miao, 2005; Wainwright et al., 2017), we measured wind velocity (speed and direction) in the field by releasing a helium-filled balloon every hour and tracking it with the RSV device (mean wind speed $2.83$ m/s, range $0.38–8.39$). Then, we derived air mass-based tracks by subtracting the horizontal wind velocity (measured at the appropriate altitude) from the initial ground-based recorded tracks (see Backman & Alerstam, 2001 or Girard, Sudre, Benhamou, Roos, & Luschi, 2006 for details). However, note that vertical air movements such as thermal updrafts, which are too variable to be reliably measured with intermittent balloon launches, were not corrected: only the horizontal velocity of the balloon was considered.

Residence Time Computation

For 2D movements, an efficient way to detect ACS is to compute the residence time (RT) within a virtual circle running along the path (Barraquand & Benhamou, 2008). This approach can be easily applied to 3D movements to detect VCS by considering a virtual sphere instead of a virtual circle (Fig. 1). Each location along the flight track has an associated RT value, equal to the sum of the durations of the track portions occurring within a distance $\rho$ (corresponding to the sphere radius) of that location. RT is therefore equal to the current crossing duration (that is, the difference between the first passage times at the sphere surface in the forward and backward directions), plus the durations of some possible additional backward and forward crossings, to get a more reliable signal. Note that in contrast to the current crossing, additional crossings need not move through the sphere’s centre. When studying long-term recursive movements in 2D, an upper threshold for the time the animal is allowed to spend outside the circle before re-entering it has to be set to exclude possible crossings linked to new visits to the area (Benhamou & Riotte-Lambert, 2012). As only short tracks were involved in the present study, we chose to take all sphere crossings into account. As a result, here RT is simply equal to the total time spent by the bird inside a sphere centred on the current location. Passage times through the surface of the sphere were determined through linear interpolation based on the coordinates of the inside and outside locations recorded just before and after the passage (see details in the Appendix).

The sphere radius $\rho$ must be large enough to smooth random variations and thus obtain a good contrast between extensive and intensive searching phases, but nevertheless small enough to keep a good resolution in the movement analysis. After some trials and errors, it appeared that the RT signal was more reliable if the sphere could fully encompass the ‘loops’ in the flight paths (i.e. closed path in $x/y$ view). Having observed that $90\%$ of loops had a diameter of less than $30$ m we set $\rho$ to $30$ m. To decompose RT into its tortuosity and speed components, we also computed the ‘residence length’ $RL$ associated with every location, that is, the overall length of all crossings within the sphere centred on the location in question. The mean speed in the sphere $V$ associated with any location was then given by $V = RL/RT$. The minimal theoretical value for $RL$ is equal to the sphere’s diameter (60 m). An expected edge effect near the ends of tracks that could cause RL to be $<60$ m was corrected by increasing RL up to 60 m for these locations, and RT was increased in the same proportion, such that $V$ in the sphere was unchanged by the correction.

Bird Posture and Prey Captures

As RSV is based on a longer focal length than most fixed camera tracking techniques (e.g. Theriault et al., 2014), the resulting images benefit from a relatively higher magnification, and can convey interesting complementary information on bird behaviour while it is tracked. Swift images corresponded to a ca. 15–100-pixel-long silhouette depending on distance, on which we could observe the bird’s posture, that is, the general relative positions of body, wings, tail and head. By carefully inspecting 30 Hz videos, we noticed that swifts frequently adopted ‘atypical postures’ (APs), characterized by an extended head, often associated with partially retracted wings,
that is, strong negative dihedral and backward sweep angles (Fig. 2). The most striking point was that APs were very transitory, the bird quickly returning to a typical flight posture with extended wings and retracted head. Although the magnification was too low to enable us to discern direct evidence of prey intake (e.g. gape opening, insect trace), we assumed that APs mostly reflected prey captures, or at least attempts thereof. Similar criteria (e.g. neck extension) have been used to detect insect captures in aerial insectivores (Warrick, 1998). We noted when each AP occurred by identifying the frame in which the climax AP occurred in the 30 Hz video (Fig. 2a) and assigned it to the nearest 3D location in the 6 Hz track, irrespective of any consideration about flight path shape or speed. Then, for each recorded track location, we estimated the local frequency $F$ of the (attempts at) prey captures by dividing the number of APs ($n_{AP}$) identified along the movement bouts included in the sphere by the corresponding RT value: $F = n_{AP}/RT$.

**Statistical Analysis**

Correlation between RT and other variables (e.g. RL, $V$, $F$) was measured individually for each track using the Pearson correlation coefficient $r$ across all locations in the track. Because of the high serial correlation in track locations, the significance of $r$ was not tested at the individual track level. Instead, we used a one-sample two-tailed Student $t$ test to detect whether the mean $r$ value across $N = 57$ tracks was significantly different from zero.

**RESULTS**

**RT Distribution and Decomposition**

For all 57 tracks pooled, RT ranged from 2.5 s to 76.2 s (Fig. 3). RTs in the [5–10] s range were the most frequent, one-third of locations. Spatially, this corresponded to single, low-tortuosity transit through the sphere. On the extreme left side, RTs < 5 s were much less frequent (<5%). On the right side, RTs in the [10–15] s range reflected moderate increase in presence, the bird often performing a single ‘loop’ (i.e. closed path in $x/y$ view) whereas RTs > 15 s, corresponding to more intense presence, involved multiple loops and multiple crossings through the sphere. For these large RT values, the frequency of occurrence decreased with increasing RT, RTs > 60 s being observed for less than 1% of locations. Fig. 4 illustrates diverse examples of common swift flight tracks with superimposed RT values. While some tracks corresponded only to a transit flight (RT < 10 s for every location, Fig. 4a), most involved zones of concentrated presence, corresponding to RT > 10 s (Fig. 4b–e), interspersed in between transit bouts. The level of concentration was variable, with maximal RT values reaching 30.7, 38.2, 55.8 and 58.6 s in Fig. 4b–e, respectively. Fig. 5 shows how $RL$, $V$ and RT were related. RTs < 5 s corresponded to straight paths ($RL = 61.4 ± 1.9$ m; mean ± SD), just slightly longer than the minimum possible value set by the sphere.

![Figure 2. Atypical postures (APs) during common swift flight. Each square image shows a 100 x 100-pixel window extracted from an RSV video frame. (a) Fifteen successive frames (0.5 s total duration) show the bird extending its head and partially retracting its wings, until attaining the AP climax (white bordered frame), and then returning to a more typical flight posture. (b–d) The first five APs from three individual bird-tracking videos. Underneath each AP (white bordered frames), an image of the same bird taken 5 s after the AP shows a typical flight posture for comparison.](image)

![Figure 3. Residence time (RT) distribution for all track locations. Examples of track bouts crossing the sphere are shown in top view (x/y projection).](image)
diameter (60 m), associated with high speed (14.1 ± 1.9 m/s). The modal RT of [5–10] s was associated with a mean RL of 70.1 ± 12.5 m, and a mean speed of 10.1 ± 1.3 m/s. Higher RT values were due to an increase in RL, up to 580.6 ± 2.1 m for RTs > 75 s, and a moderate reduction in mean flight speed, down to a minimum of 7.1 ± 0.4 m/s for RTs in the range [65–70] s. Hence swifts tended to increase RT mainly by following more tortuous paths (times 8 compared to modal RT), but also by slowing down a little bit (times 0.7 compared to modal RT). The mean correlations between RL and RT, computed independently for each of the 57 individual tracks, were significantly different from 0 in both cases (t-test: t_{56} = 189 and t_{56} = −13.8, respectively, P < 0.0001), as expected as RL and V are components of RT. However, the mean ± SD correlation obtained between RL and RT (r = 0.97 ± 0.04) means that, on average, more than 90% of the variance in RT was explained by variance in RL whereas the mean value obtained between V and RT (r = −0.55 ± 0.30) means that only 30% of the variance in RT was explained by variations in V (the percentages did not sum to 100 because of some interaction between RL and V).

**RT and Putative Prey Captures**

We identified 316 APs over the cumulated tracking duration, corresponding to an overall mean frequency of 0.06 Hz (one AP every 17 s on average). Fig. 6 shows that F increased from 0.02 ± 0.07 Hz for fast transit (RTs < 5 s) up to 0.20 ± 0.05 Hz for RTs in the range [65–70] s, representing about one putative prey
on average explain only 7% of the total variance of RT. It is worth noting that the correlation level varied to a large extent from one track to the other (range −0.28 to 0.90). For instance, in Fig. 4a−e, the r values between RT and F were 0.16, 0.60, 0.87, 0.67 and 0.15, respectively. APs were not necessarily linked to VCS. Indeed, we observed several APs during transit flight (e.g. see Fig. 4a). Over the whole data set, track locations with RTs < 10 s (encompassing fast- and normal-speed transit flight, involving 38% of locations) contained as much as 22% of detected APs, which therefore did not trigger, or at least were not associated with, VCS behaviour. We also observed a few examples of high RT with few or no associated APs. For example, the track illustrated on Fig. 4e showed a globally loose association between RT and F (r = 0.15 for the whole track). A phase of this track (marked **) was characterized by high RT values (in the [30−40 s] range) and frequent APs, but a previous phase (marked *) was characterized by an even higher RT (ca. 50 s) without frequent APs. In this previous phase, the smooth spiraling path shape suggests pure thermal soaring flight, showing that high RTs may not necessarily correspond to VCS. To investigate this point, we measured the mean vertical speed in the sphere (Vz) for every location. Fig. 7 suggests that there was a positive association between Vz and RT. Low RT values (<10 s) were usually associated with negative Vz, indicating a descending flight path, while high RT values were associated with positive Vz up to about 0.5 m/s. The correlation between RT and Vz obtained for each track was significantly larger than 0 (mean r = 0.25 ± 0.28, t56 = 6.78, P < 0.0001). Hence, high RTs were likely to reflect VCS as well as thermal soaring, and maybe associations of both. A measure of the direct covariation between Vz and F (i.e. testing for more frequent captures in thermals) revealed only a weak positive correlation (mean r = 0.13 ± 0.37, t49 = 2.58, P = 0.013), indicating that the stronger correlation between RT and F (Fig. 6) cannot be a spurious outcome of a strong association between RT and Vz on the one hand and Vz and F on the other.

**Sensitivity Analysis**

We tested whether the above-reported correlations between RT and RL, V, F and Vz were sensitive to (1) a different sphere radius and (2) the occurrence of transitory social interactions during flight. We recomputed the correlations for sphere radii of 20 m and 40 m instead of 30 m, and keeping a radius of 30 m, for a track data set...
with short phases of social interactions removed. None of these modifications affected our results (see Table A1).

**DISCUSSION**

To our knowledge, the present study is a first attempt at analysing aerial foraging in an insectivorous bird with both a high-enough sampling frequency to resolve individual turns in the flight path and enough duration to observe how successive flight manoeuvres are carried out in time and space. Our study certainly suffers from some methodological limitations. In particular, although the convenience sampling scheme we used is efficient for extracting numerous tracks during each field session, individual birds were not identified, and therefore might have been recorded several times. With a rough estimation of about 300 birds nesting in or near our study area, pseudoreplication did certainly occur but should be limited to a few tracks in our sample. Another limitation with optical tracking is the strong effect of distance on bird detection and tracking accuracy, which constrains the size of the study area, and hence the tracking duration. Despite such limitations, our study clearly showed that the residence time (RT), that is, the time spent in the vicinity of any given track location, provides an interesting tool for inferring the behaviour along the track. It was shown to vary up to 30 times between the parts corresponding to straight and fast movements and those corresponding to slower and tortuous ones. Interestingly, larger RT values were very often, although not systematically, obtained with larger frequencies, F, of putative prey captures (APs). The positive correlation between RT and F suggests that common swifts tend to concentrate their presence in the vicinity of previous prey encounters, that is, to improve their foraging efficiency by performing VCS. Our results show a gradual increase in RT from transit to very concentrated presence (Fig. 6), suggesting that swifts adapt their foraging behaviour to the prey density.

We observed that VCS was performed mainly by increasing flight length (RL) in the sphere, and therefore path tortuosity, even though VCS also involved a moderate decrease in flight speed (V; Fig. 5), from an average 10.1 m/s for modal transit flight down to near 7.1 m/s during intense VCS. A basic prediction, relying on gliding flight mechanics only, is that swifts should transit between prey patches at speeds providing a shallow glide angle, and shift to a speed that minimizes height loss per time unit when returning to VCS inside a prey patch. Henningsson and Hedenström (2011) reported that a common swift gliding in a wind tunnel had a speed of best glide of 9.5 m/s and a speed of minimum sink of 8.1 m/s. Moreover, the bird was capable of gliding at 7 m/s with marginally increased sink, but was not capable of steadily gliding at lower speeds. This suggests that the speed decrease we observed during VCS would simply represent the optimal behaviour for aerodynamic performance, with minimal cost for the bird. However, our swifts also performed some flapping flight (about 20% of the time; de Margerie & Pichot, n.d.), during which they can further lower flight speed (down to 5.7 m/s, Henningsson et al., 2011), but at a high mechanical and metabolic cost (Tobalske, 2007). The picture is even more complex as the swifts we tracked performed a lot of horizontal and vertical turning, during which the balance of aerodynamical forces (e.g. Warrick, 1998) is different from forward, steady flight in a wind tunnel. Hence measuring the possible cost of slow, manoeuvring flight during VCS is complex. It needs a precise, per-track analysis of instantaneous speeds, accelerations and gliding/flapping behaviour, which is beyond the scope of the present ‘macroscopic’ study (we intend to do this in the future). Nevertheless, in contrast to what occurs with terrestrial or aquatic predators, birds acting as aerial predators cannot stop their movement without performing a very costly hovering flapping flight (Tobalske, 2007). For numerous bird species, including the common swift, hovering is simply too costly to be sustained (Henningsson et al., 2011). For a flying common swift, the movement coming closest to remaining in the same spot is probably a circling flight at about 6–7 m/s. This mechanical constraint on minimum speed probably explains why swifts must rely on such drastic increase in path tortuosity to remain in the vicinity of a prey patch. More generally, and beyond the case of the common swift, the relationship between movement speed and movement cost (per time unit) is U-shaped (Tobalske, 2007) in flying vertebrates, whereas it increases monotonically for terrestrial and aquatic movement (Bennett, 1985). This point should be kept in mind when studying or predicting the movement of non-buoyant flying species.

The correlation between RT and F, although of similar strength to previous reports for 2D search (Dias et al., 2009), is rather low, which may arise from various causes. Birds may have performed APs only when they were able to come close enough to a prey item to be almost sure to catch it, and thus could increase RT by passing numerous times through a prey patch without increasing the number of APs in the same proportion (or even without any AP if the bird finally gives up and stops VCS). Furthermore, as APs are rare (5.5 APs per track on average) and discrete events, the measure of F along a single track cannot be as smooth as the measure of RT, probably resulting in drastic variations in the correlation between RT and F. Prey capture without VCS may also occur because the diet of the common swift is very diverse (Gory, 2008), made up of arthropods from various taxa: mainly Hemiptera, Diptera, Coleoptera, Hymenoptera, but also Lepidoptera, Odonata and Arachnida depending on the foraging location and season. The size of these prey can vary by more than one order of magnitude, and smaller prey are likely to be ‘float around’ and drift in patches (Geerts & Miao, 2005; Wainwright et al., 2017) for which VCS would be adaptive, but larger, faster prey (e.g. wasps) are less likely to form patches (at least at the present spatiotemporal scale), so that the capture of one isolated individual might not need further spatial search in the vicinity. Hence, the casual occurrence of APs not associated with high RT may reflect the diversity of aerial prey behaviours. Last, although we are confident that a majority of detected APs reflect actual or attempted prey captures, we cannot rule out that some of these in-flight postures were in fact expressions of other behaviours such as preening or social display (Lack, 1956; Rothgänger & Rothgänger, 1973). In the present study, we assumed that an extended head, often associated with partly retracted wings, indicates prey capture attempts, in agreement with previous observations in other aerial insectivores (Warrick, 1998). However, common swifts must perform almost all activities aerially, including social and maintenance behaviours, so that our assumption about APs should be considered preliminary. It is also probable that some APs at large tracking distances were not detected, and that some prey captures required only gape opening, without associated APs.

Like many other bird species, swifts can soar in thermal updrafts to gain height economically (Lack, 1956; Hedenström et al., 2016). Hence high RT may reflect not only VCS but also travel cost reduction movements where the bird remains circling in a rising air mass to gain height (as discussed previously for Fig. 4e). In contrast to steady horizontal-wind-driven updrafts above obstacles such as hills or buildings, which can be reliably modelled from terrain profile and wind speed measurement (e.g. Shepard, Williamson, & Windsor, 2016b), fine-scale thermal updrafts are nonsteady convective flows, involving complex field measurements and models (see Reddy, Celani, Sejnowski, & Vergassola,
Am which our study took place, a signifi-
cant part of the vertical movements of swifts could be an edge effect of prey patchiness.


Appendix

**RSV location reconstruction error**

Accounting only for the quantization of 3D space performed by the digital stereo image (distance measure) and the digital rotary encoder (camera aiming angle measure), theory predicts a random 3D location error of 0.13, 0.52 and 2.09 m at 100, 200 and 400 m from our tracking device, respectively (for base length = 1 m, image width = 1920, equivalent focal length = 0.416 m and 13 bit encoders; see formulae in de Margerie et al., 2015).

True error was first assessed during calibration videos (*N = 15 calibrations, seven calibration points per calibration*). Random 3D location error was measured as the 3D of the reconstructed location of each calibration point, over 30–50 repeated measures for each point. The observed SD was on average 1.8 times the theoretical value expected, approaching 0.2, 0.8 and 4 m at 100, 200 and 400 m from our tracking device, respectively (see profile on Fig. A2). As discussed in de Margerie et al. (2015), this supplementary random error comes from several sources, for example residual optical and structural distortion of the device. Two calibration videos with large random error (twice the theoretical one on average over the seven calibration points) were considered unreliable, and the corresponding bird-tracking videos were not analysed. Random error yields noise in the flight track, which we partly removed through track smoothing (see Fig. A3).

In addition to random error, for each calibration point we computed the systematic 3D location error as the distance between the mean reconstructed location and the true location (known from a LIDAR 3D map, see Methods section). Systematic error amounted to 0.46% of the calibration point distance on average (range 0.00–2.08%, see Fig. A4). Systematic error can result from small residuals of the distance calibration model (see de Margerie et al., 2015). As it affects neighbouring locations in a track equally (nonlinear scaling error), it has little effect on the track tortuosity. Systematic error can also result from not setting the device perfectly horizontal (it was levelled in the field with a bull’s-eye spirit-level). By comparing the measured and true height of calibration points, we report an average inclination error of 0.11° (range 0.01–0.32°). As the common swift’s minimal glide angle is about 4.6° (Henningsson & Hedenström, 2011), we considered the error was low enough to remain uncorrected in the present study.

Last, in between calibrations, minute deformation of the mirror camera assembly due to heat expansion results in some distance measure drift. For this reason, we did not allow direct sunlight on the device, and performed a new calibration every hour. Moreover, we checked for drift by re-recording each calibration point at the end of each bird-tracking video, and comparing again the mean reconstructed distance to the true
distance. The drift amounted to a 0.79% distance error on average (range 0.00%–4.65%, see Fig. A5). Because scaling error, even nonlinear, has little effect on track tortuosity, this was considered acceptable for the present study, but calls for further structural improvement of the device. One tracking video that showed a drift >5% for one of the calibration points was considered unreliable and removed from the data set.

Interpolating passage times through the sphere surface

Call \((x_c, y_c, z_c)\) the spatial coordinates of the centre C, where the animal is currently located, of a virtual sphere with radius \(R\), and \((x_0, y_0, z_0, t_0)\) and \((x_{out}, y_{out}, z_{out}, t_{out})\) the spatiotemporal coordinates of the inside and outside locations \(I\) and \(O\), recorded just before and after the animal leaves the sphere. The vector \(\vec{IO}\) intercepts the sphere surface at a location \(P\). The passage time through the sphere’s surface, corresponding to an exit \(t_{in} < t_{out}\) or entering \(t_{in} > t_{out}\) time, can therefore be interpolated as:

\[
t_P = t_{in} + (t_{out} - t_{in})\frac{IP}{IO}
\]

where \(IO\) is the norm of the vector \(\vec{IO}\) \((IO = d_x^2 + d_y^2 + d_z^2)^{0.5}\), with \(d_x = x_{out} - x_{in}\), \(d_y = y_{out} - y_{in}\), and \(d_z = z_{out} - z_{in}\), and \(IP\) is the norm of vector \(\vec{IP}\). This distance can be easily determined by considering the plane on which the three locations \((I, O\) and \(C)\) lie.

For this purpose, \(C\) can be expressed in a new frame of reference based on a translation of the origin at \(I\) and three successive rotations. The first, \(\Omega\), performed around the \(Z\) axis, corresponds to the orientation of the vector \(\vec{IO}\) in the \(XY\) plane \((\cos(\Omega) = d_y/d_{xy}\) and \(\sin(\Omega) = d_x/d_{xy}\), with \(d_{xy} = (d_x^2 + d_y^2)^{0.5}\), so as to express \(C\) in a frame of reference \((U, V, W)\), whose first axis \((U)\) is defined by the \(\vec{IO}\) projection on the \(XY\) plane \((u_{in} = v_{in} = w_{in} = 0; u_{out} = d_{xy}, v_{out} = 0, w_{out} = d_z)\):

\[
\begin{align*}
    u_c &= (x_c - x_{in})\cos(\Omega) + (y_c - y_{in})\sin(\Omega) \\
    v_c &= (y_c - y_{in})\cos(\Omega) - (x_c - x_{in})\sin(\Omega) \\
    w_c &= z_c - z_{in}
\end{align*}
\]

For 2D movements restricted to the plane \(XY\) \((z_c = z_{in} = z_{out} = 0)\), and therefore involving a virtual circle rather than a virtual sphere, simply by applying Pythagoras’ theorem, one gets \(p^2 = (u_c^2 + v_c^2 + w_c^2)^{0.5}\), with \(IP > u_c\), and therefore \(IP = u_c + (p^2 - v_c^2)^{0.5}\). For 3D movements, two additional rotations are required. The second rotation, \(\Phi\), performed around the \(V\) axis, corresponds to the orientation of \(\vec{Io}\) orthogonally to the \(XY\) plane \((\cos(\Phi) = d_{xy}/IO\) and \(\sin(\Phi) = d_x/IO\)\), so as to express \(C\) in a frame of reference \((U', V', W')\) whose first axis \((U')\) is defined by \(\vec{IO}\) \((u'_{in} = v'_{in} = w'_{in} = 0; u'_{out} = IO, v'_{out} = w'_{out} = 0)\):

\[
\begin{align*}
    u'_{c} &= u_c \cos(\Phi) + w_c \sin(\Phi) \\
    v'_{c} &= v_c \\
    w'_{c} &= w_c \cos(\Phi) - u_c \sin(\Phi)
\end{align*}
\]

A third rotation by \(\tan^{-1}(w_c/c)\) around the \(U'\) axis makes it possible to express \(C\) in a final frame of reference \((U'', V'', W'')\), whose first two axes \((U'', V'')\) constitute a frame of reference for the plane in which the three locations lie:

\[
\begin{align*}
    u''_{c} &= u'_{c} \\
    v''_{c} &= \left(v''_{c}^2 + w''_{c}^2\right)^{0.5} \\
    w''_{c} &= 0
\end{align*}
\]

Then, the passage through the surface of the sphere corresponds to the passage through the circumference of a circle in the \(U''V''\) plane. Therefore, \(IP\) can be computed as:

\[
IP = \left(u''_{c} + \left(p^2 - v''_{c}^2\right)^{0.5}\right) = \left(u''_{c} + \left(p^2 - v''_{c}^2 - w''_{c}^2\right)^{0.5}\right)
\]

with \(\frac{u'_{c}}{v'_{c}} = \left(\frac{dx/d_{xy}}{0 1 0} \frac{dy/d_{xy}}{0 -dx/IO 0} \frac{dz/IO}{0 dy/0 1} \right) \cdot \left(\begin{array}{c} x_c - x_{in} \\ y_c - y_{in} \\ z_c - z_{in} \end{array}\right)\)

<table>
<thead>
<tr>
<th>(\text{Full data set, } \rho = 30) m</th>
<th>(\text{Mean})</th>
<th>(\text{SD})</th>
<th>(t)</th>
<th>(df)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(RT) vs (RL)</td>
<td>0.97</td>
<td>0.04</td>
<td>189.16</td>
<td>56</td>
</tr>
<tr>
<td>(RT) vs (V)</td>
<td>-0.55</td>
<td>0.30</td>
<td>-13.77</td>
<td>56</td>
</tr>
<tr>
<td>(RT) vs (F)</td>
<td>0.27</td>
<td>0.33</td>
<td>5.69</td>
<td>49</td>
</tr>
<tr>
<td>(RT) vs (RT)</td>
<td>0.25</td>
<td>0.28</td>
<td>6.78</td>
<td>56</td>
</tr>
<tr>
<td>(RT) vs (RT)</td>
<td>0.23</td>
<td>0.23</td>
<td>7.70</td>
<td>56</td>
</tr>
<tr>
<td>(RT) vs (RT)</td>
<td>0.26</td>
<td>0.35</td>
<td>5.63</td>
<td>56</td>
</tr>
<tr>
<td>(Data set after removing locations involving social interactions, (\rho = 30) m)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(RT) vs (RL)</td>
<td>0.97</td>
<td>0.04</td>
<td>191.42</td>
<td>56</td>
</tr>
<tr>
<td>(RT) vs (V)</td>
<td>-0.54</td>
<td>0.31</td>
<td>-13.12</td>
<td>56</td>
</tr>
<tr>
<td>(RT) vs (F)</td>
<td>0.24</td>
<td>0.33</td>
<td>5.23</td>
<td>49</td>
</tr>
<tr>
<td>(RT) vs (V)</td>
<td>0.23</td>
<td>0.30</td>
<td>5.92</td>
<td>56</td>
</tr>
</tbody>
</table>

All \(P\) values are less than 0.0001.
Figure A1. Overview of swift flight tracks. (a) X/Y projection showing all 57 flight tracks (yellow) superimposed on aerial photography of the study site in Rennes, France (48.121N, 1.634W). The black dot at (0, 0) coordinates represents the RSV device. Red circles show the seven points used for distance calibration (salient objects on buildings’ roofs). The lighter area delimits the ‘study area’ (ca. 2.2 × 10^5 m², corresponding to a sampling volume of ca. 5.8 × 10^7 m³). (b) Side view (Y/Z projection) with ground level represented in darker grey. Source for aerial photography and ground level: Institut Géographique National.
Figure A2. Random error in 3D location reconstruction, as a function of distance from the RSV device. Red dots: mean error for calibration points. Red dotted lines: error for individual calibrations. Black dotted line: theoretical random error from 3D space quantization only. The background histogram shows the distance distribution for all sampled bird locations.

Figure A3. Example of track random error filtering, using spline smoothing (Garcia, 2010). Ground-based track, relative to RSV device situated at coordinates [0, 0, 0], is shown in top (X/Y) and side (X/Z) views. The raw track from RSV is traced in black, the smoothed track in red. Red crosses indicate two missing locations that were interpolated. A longer missing segment (MD) of 14 locations was too long (>9 locations) to be reliably interpolated, thus remained as missing data. The distance-dependent noise amount in the raw track is apparent in the top view, when comparing closer (minimal distance to RSV device 170 m) with more distant track segments (maximal distance 310 m). The bird drawings indicate flight direction and are not to scale (ca. ×30).

Figure A4. Systematic error in 3D location reconstruction, as a function of distance from the RSV device. Blue dots: mean error for calibration points. Blue dotted lines: error for individual calibrations. The background histogram shows the distance distribution for all sampled bird locations.
Figure A5. Effect of calibration drift on systematic error in location distance reconstruction, as a function of distance from the RSV device. Purple dots: mean error for calibration points refiled during bird-tracking videos. Purple dotted lines: error for individual bird-tracking videos. The background histogram shows the distance distribution for all sampled bird locations.

Figure A6. Example of a common swift performing a steep dive after a period of VCS in a thermal updraft. (a) Top view; (b) side view. Black circles indicate atypical flight postures. Track duration is 60 s, track length is 428 m. RT: residence time. The bird drawings indicate flight direction and are not to scale (ca. ×15).